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ABSTRACT
In this paper we’re introducing a physically-based model
of a motorized single-track vehicle (a motorcycle) that we
have implemented in an interactive application. The vehi-
cle can be driven by a multi-agent autonomous pilot using
a set of perceptual information to make decisions on the
control units of the vehicle.
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1 Introduction

Single track vehicles (STV) present somewhat different
challenges than double-track vehicles like cars because
their balance is not automatically achieved by the disposi-
tion of the wheels, but is a dynamic result of their motion.
The input from the rider also has an additional component
using the centrifuge force to change direction.

The autonomous pilots are an important aspect of de-
veloping the vehicles of the future and they represent an
interesting challenge for intelligent control applications as
well as for traffic control [8, 13]. This project starts from
a simulation of a vehicle with a multi-agent autonomous
pilot using perceptual information. The application aims
to control the vehicle in a non-deterministic way inspired
from the behavior of a human driver and using the same
kind of perceptual information to make decisions.

In this paper we introduce a simulation of a vehicle
with a multi-agent autonomous pilot using perceptual in-
formation. The goal of this application is not to develop
a pilot capable of driving the vehicle in a stable and de-
terministic way, but to simulate the behavior of a human
driver under various circumstances on the road.

The intelligent agents represents a modern approach
in artificial intelligence and they have been extensively uti-
lized for many applications [16, 17]. Several approaches
have applied multi-agent models to the simulation of au-
tonomous drivers [10, 15] and our application follows sim-
ilar ideas. A related research direction focuses on traffic
flow simulation [14, 8] or trajectory planning [2].

Most of the research on autonomous pilots is directed
toward piloting aircrafts [9, 11, 1, 4], and cars [12]. Our ap-
proach targets motorcycles which have not yet been studied

as extensively as the other types of vehicles and which rep-
resent a more challenging modeling problem.

The application we are presenting in this paper is de-
veloped using the ideas and concepts that can be observed
in game engines. It is implemented using the OpenGL li-
brary and provides real-time interaction for a human player.
The visual interface of the application allows the human
user to adjust the point of view and to drive the vehicle,
which in our case is a motorcycle. The application includes
an autonomous pilot that can be toggled on and off as well
as a test circuit that the human or automatic driver must
attempt to complete.

The automatic pilot is a multi-agent probabilistic ap-
plication with a separate configuration interface where each
agent is an independent process acting on one of the control
units of the vehicle, as for example, the gas, the brakes, the
handlebars, or the steering wheel. The agents use some in-
formation about the current status of the vehicle to make a
decision about an action to be taken on their respective con-
trol units. This information includes both status data, like
the current speed, and perceptual data, as the visible dis-
tance on the road in the direction of movement, the lateral
distance to the border of the road, and the current slope.
The performance of the automatic pilot is compared with
the performance of a trained human.

The paper is structured the following way. Section 2
describes the physical model and the equations that we
have used in our simulation. Section 3 introduces our
multi-agent automatic pilot. Section ?? presents the GUI
and other implementation details for our application. Sec-
tion 4 presents some results of our simulation and compares
them with the performance of a human player. We finish
the paper with some conclusions.

2 Physical Model of the Single-Track Vehicle

In this section we introduce the physical model of a single-
track motorized vehicle, as for example a motorcycle, and
the motion equations we have used to implement the inter-
active application.



2.1 The Vehicle Control and Degrees of Free-
dom

A motorized STV, as for example, a motorcycle, can be
model as a system made of several units with various de-
grees of freedom that can be driven through several con-
trol units. Figure 1 shows these parameters of the physical
model for a motorcycle.
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Figure 1. A motorcycle with control units and degrees of
freedom

The STV is a non-holonomic dynamic system with
six degrees of freedom: the rotation of the wheels around
the axis parallel to Oz, the rotation of the handlebar and the
front wheel around the fork axis (steering), the front and
back translation along the suspension axis, and the rotation
of the whole vehicle around the Ox axis in a system of
coordinates relative to the motorcycle where the origin is
in the center of the vehicle, on the ground level.

The driver can control the vehicle through five in-
puts: the handlebar steering, leaning the vehicle laterally,
the throttle and the two brakes, front and back.

The state of the STV is described at any moment by
the current position of the vehicle’s center on the road, the
current direction of movement which can be described ei-
ther as a vector or as an angle in the (x, z) plane plus a
slope, in general determined by the road. The model must
also include the state of each unit with a degree of freedom
and the current action of the driver on each of the control
units. These two components are in general defined relative
to the STV’s internal system of reference.

Various aspects of the physical model of the bicycle
have been studied before. The closest model to our pur-
poses is [5] which considers a bicycle as a nonlinear, non-
holonomic, non-minimum phase system. The stability and
control of a bicycle are also of interest [7], [6], as well as
the study of its aerodynamics [3].

2.2 STV Motion and Control

The STV is modeled as a reduced state system of contin-
uous variables. The generalized coordinates of the vehicle
at a particular moment are by

q = (s, α, θ)
T (1)

where s(t) = (x(t), z(t)) represents the spatial position of
the STV, θ is the orientation angle determining the direc-
tion of movement d = (cos θ, sin θ), α the leaning angle.
Let φ be the steering angle. Since our STV is based on
a motorcycle and not a bicycle, we have imposed the con-
straint that −π/3 ≤ φ ≤ π/3. Figure 2 shows these angles
and coordinates.

The vertical component of both s and d is determined
by the road altitude and slope at the given spatial position
and considering the vehicle orientation. In this paper we
consider the road to be close enough to the surface of the
Earth such that the gravitational acceleration is the constant
g and the altitude of the vehicle does not really influence its
motion. Let σ(s, d) be the angle made by contact line of the
vehicle with the (x, z) plane, depending on its position and
orientation.
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Figure 2. STV coordinate system

The driver’s input into the system consists in u =
(τ, βf , βr, φ, α) where τ is an acceleration component
along the moving direction d and βf , βr represent the front
and rear brakes respectively.

The nonholonomic constraints can be expressed by
the following, where b is the distance between the two con-
tact points of the wheels on the ground:

−x′ sin θ + z′ cos θ = 0 (2)
b cosφ θ′ − sin(φ + θ)x′ + cos(φ + θ)z′ = 0 (3)

Equation 2 expresses the fact that the STV moves in
the direction of the vector d. Equation 3 allows us to com-
pute the change in orientation due to steering. Both equa-
tions are adapted from [5].

In particular, if −π/2 < φ < π/2, we can compute
the change in the orientation angle due to steering as

∆θ =
sin(φ + θ)∆x − cos(φ + θ)∆z

b cosφ
(4)

Let v = s′ be the momentary speed or velocity in the
direction of movement, and a = v′ = s′′ the momentary
acceleration in the direction of movement. We consider
the motion of the vehicle defined by Newtonian mechanics.
The position and velocity of the vehicle at t+∆t are defined
by s(t + ∆t) = s(t) + ∆s, v(t + ∆t) = v(t) + ∆v where:

∆s = d

(

v · ∆t + a
∆t2

2

)

, ∆v = a · ∆t (5)

In our case, the acceleration is defined by the grav-
ity, the friction, the drag, and the throttle. The brakes do



not act as a simple negative acceleration, but rather have
the effect of adding to the drag coefficient which otherwise
depends on the air and is rather small. We also take into
consideration the engine brake which is also a drag force
and which prevents the speed of the vehicle from increas-
ing indefinitely.

a = τ + g sin σ − k g cosσ − Dv2 (6)

In this equation, g = 9.8 m/s2 is the gravitational ac-
celeration on the surface of the Earth, k is the coefficient of
friction, and D is the coefficient of drag, defined as a sum
of the air resistance, of the brakes input Bf and Br, and the
engine brake. These forces cause the speed of the vehicle to
become constant after a while for any given throttle input τ ,
and also cause the vehicle to eventually stop when no throt-
tle input is given anymore. Together with the friction force,
they will prevent a resting motorcycle from going downhill
if the slope σ is not null, and prevent the speed from in-
creasing indefinitely due to a gravitation in the direction of
movement when the vehicle is going downhill.

The latest model of the motorcycle also implements
an additional change in direction of movement due to lean-
ing that is already available for the human player, together
with failsafe conditions that can cause the vehicle to crash
if they are not met, as for example, leaning too far depend-
ing on the velocity. We are also developing a model where
the gravity center of the vehicle depends on the acceleration
being applied to the vehicle and where the acceleration and
speed of the front and rear wheels are dissociated.

Figure 3 shows the main window of the application
displaying the motorcycle and the road with some of the
perceptual cues and the outline of the road triangulation.

Figure 3. The main application window displaying the ve-
hicle

3 The Autonomous Pilot

In this section we present the ideas that we have used to
implement the autonomous pilot for our motorcycle.

3.1 Perceptual Information

The autonomous pilot is using perceptual information to
make decisions about the vehicle driving. This information
is inspired from the perceptual cues that a human driver
would also be paying attention to while driving a vehicle.

In our application, the pilot is aware of the following
measures:

The visible front distance, denoted by front, defined
as the distance to the border of the road from the current
position in the direction of movement, scaled by the length
of the vehicle. This distance is a measure of how much of
the road is visible ahead and also of how straight the road
is in front of the vehicle. We will also mention this as the
horizon.

The front probes, denoted by frontl and frontr, are
defined as the distances to the border of the road from the
current position of the vehicle in directions rotated left and
right by a small angle from the direction of movement.
They give the pilot an indication as to which way from
the direction of movement the front distance would become
larger.

The lateral distances, denoted by leftd and rightd,
are measure of the lateral distance from the vehicle to
the border of the road, at a short distance in front, sim-
ulating what the pilot might be aware of without turning
their head to look. In our computations we use latn =
| leftd−rightd

max(leftd,rightd) |, the normalized difference between the
lateral distances. A high value of this measure indicates a
turn in the road, or the vehicle being close to the border. A
value close to 0 indicates that the vehicle is in the middle
of the road.

The slope, denoted by slope, is a perceptual version
of σ which is discretized to simulate the intuitive notion
of road inclination that a human driver would have, like
almost flat, slightly inclined up or down, or highly inclined
up or down. This simulates the fact that a human pilot is
not aware of the precise value of σ.

Figure 4 shows an example of the geometrical defini-
tion of these measures.

Figure 4. Perceptual information used by the autonomous
pilot

Beside the perceptual information, the autonomous
pilot is using the current status of the motorcycle to make
decisions about the action to be taken on each of the control



units of the vehicle. The status includes measures like the
v, τ , Bf , Br, φ.

3.2 Control Units

The motorcycle is driven by several control units (CUs).
Each of them is controlled by an independent agent with
a probabilistic behavior. The agents are not active during
the computation of each new frame simulating the evolu-
tion of the vehicle on the road, but only once in a while
in a non-deterministic manner. This simulates the behavior
or a human driver that may not be able to instantly adapt
and take action based on the road situation and requires a
certain reaction time.

The current control units focus on the gas (throttle),
the brakes, and the handlebar. Each of these control units
is independently adjusted by an agent whose behavior is
intended to drive the motorcycle safely in the middle of
the road at a speed close to a given limit. In our case, the
agents controlling the throttle and the handlebar are in gen-
eral more active than the agent controlling the brakes.

The next paragraphs introduce the equations used by
each of our agents to make a decision and to perform an ac-
tion. The equations comprise a fair number of coefficients
and thresholds. The configuration of each agent uses inde-
pendent values for the coefficients.

The Throttle. This CU and its corresponding agent
controls the amount of gas that is supplied to the engine and
determines the acceleration that the vehicle is submitted to.

The input for this agent is represented by
(v, front, leftd, rightd, slope). The agent uses a
minimal speed threshold vlow, a maximal speed threshold
over which the speed is considered unsafe, and the given
speed limit vlimit. The agent aims to keep the vehicle
speed above vlow and below the maximal one, and also
close below the vlimit.

The agent detects a turn in the road by testing latn

and eventually decreases τ to allow a safe turn. A similar
rule is applied to the visible distance in front of the driver:
a low value for front indicates an unsafe road situation
requiring a reduced τ . In any other situation it attempts to
keep the speed close to vlimit.

Equation 7 represents the conditions under which τ
should be decreased, causing the vehicle to slow down. If
the condition bellow i not fulfilled, τ is given an appropriate
value to keep the speed close to the limit.

v > vlow ∧

(v > vlimit ∨ trlat > latn ∨ trfr > front) (7)

Equation 8 illustrates the change in throttle performed
by the agent, where cincv, cdecv, and csl are configurable
coefficients. The actual amount of the change is a proba-
bilistic quantity equally distributed in a small neighborhood
around the computed value.

∆τ = cincv(front − thrfr)(v − vlow)+

cdecv ((v − vlimit) + trlat + trfr) + csl · slope (8)

The Brakes. The agent controlling the brakes has a
similar behavior to the one controlling the throttle because
we have assumed that the rules deciding when the speed
should decrease are of general purpose. The equations of
this agent though are simpler because the brakes can only
decrease the speed and not increase it. The speed is only
decreased when a more drastic change is necessary than
we can assume will be achieved by decreasing τ only.

Equation 7 is also used to determine when to apply a
force on the brakes, but the coefficients cincv , cdecv, and
csl can have different values for this agent. The change in
either Br or Bf is the following equation.

∆Br,f = cdecv ((v − vlimit) + trlat + trfr) − csl · slope
(9)

The Handlebar.
The agent controlling the handlebar of the motorcy-

cle is the one with the most complex behavior. This agent
is also using the lateral distances to the border of the road,
as well as the front probes frontl and frontr, to make de-
cisions about turning the handlebar left or right. The agent
turns the handlebar in the direction of the longer distance
between the left and right, getting away from the closest
border.

The agents first considers the immediate distance to
either side, given by the lateral distances. Thus, if the vehi-
cle is not situated within a given percentage (like 20%) of
the center of the road, then the agent moves the handlebar
to direct the vehicle towards the center.

If the first measure (lateral distances) doesn’t provide
a condition for the vehicle to turn, the agent estimates the
distance forward to the horizon. Based on the front probes
and the front distance, the agent moves towards the center
of the horizon (given by the front probes). The amount of
handlebar turning depends on the distance to the horizon, a
bigger change being required if the horizon is closer.

The agent starts by making a decision whether to use
the lateral distances as reference or the front probes. Let us
denote by proben the normalized of the difference between
the front left and right probes as shown in Equation 10 and
by probeabs = |proben| the absolute value of this quantity.

proben =
frontl − frontd

max(frontld, frontd)
(10)

Let us denote by latdiff the quantity used by the
agent to decide if it must turn and in which direction, com-
puted according to the following equation.

latdiff =













latn if latn > thr1 and
frontd > thr2

latn+proben

2 if latn > thr3 and
frontd > thr4

proben otherwise
(11)

where thri, i = 1, 4 are configurable coefficients.



The amount of the change depends on how different
the left and right lateral distances are either right next to
the vehicle or at the intersection with the road in front of
it, based on the measure latdiff , and on the speed. Thus,
if the speed of the motorcycle is lower, the handlebar has
to be turned more to achieve a given change in direction.
If the vehicle moves at a higher speed, smaller changes in
the orientation of the handlebar are necessary to obtain the
same change in direction.

The handlebar agent will update the handlebar posi-
tion if the condition expressed in Equation 12 is fulfilled.
This means that a change is necessary either if the lateral
difference measure is greater than the threshold thrlat, or
if the distance in the direction of movement to the border
of the road is smaller than another threshold, thrfront.

|latdiff | > thrlat or front < thrfr (12)

If we denote ∆φ = φ(t+∆t)−φ(t), then the general
rule for modifying the orientation of the handlebar is shown
in Equation 13, but the actual amount of the change is a
probabilistic quantity equally distributed in a small neigh-
borhood around the computed value.

∆φ = chbar

(

latdiff +
thrfr − front

thrfr

)

(13)

Alerting Agent. Beside all the agents that are in di-
rect control of the motorcycle, the pilot comprises a fourth
agent that does not perform any action on the vehicle.
While the other agents are active only occasionally, this
agent is probing the vehicle and road condition for every
new frame and is capable of activating one of the other
agents if the situation case requires special attention. Thus,
if the speed of the vehicle is either too high or too low,
or if the visible front distance is too short, or if the differ-
ence between the left and right lateral distances is too high,
this agent considers the situation to be exceptional, mean-
ing unsafe, and generates an alert event that will randomly
activate one of the agents that can take action on the motor-
cycle and correct the issue.

Equation 14 describes the condition that must be true
for the alerting agent to consider that the vehicle’s status is
not safe and one of the agents coordinating the vehicle must
be triggered to take some action and correct the situation.
The alerting agent only generates an alert message and does
not decide which other agent will perform the necessary
action.

v < cvlowvlimit ∨ v > cvhighvlimit ∨

latabs < thrlat ∨ front < thrfr (14)

4 Experiments

We have performed our experiments with a circuit consist-
ing of 3 loops such that a portion of it being elevated with
respect to the rest of the road. The circuit was designed

with the intention to test the ability of the pilot to drive cor-
rectly in situations where the road is turning both to the left
and to the right, and also where the slope of the road is
ascending and descending.

The autonomous pilot was capable of completing the
circuit with an average speed comparable to the speed at
which a human player is capable of handling the vehicle
correctly along the entire length of the circuit.

Beside being successful at completing the circuit, the
autonomous pilot has also shown interesting behavior as
compared to the human player. In the case of the human,
the entire set of control keys is rarely used and once the
player achieves a speed that is perceived as comfortable,
the rest of the circuit is covered by controlling only the lat-
eral movement of the motorcycle. In the case of the auto-
matic pilot, we can observe a higher variation of the speed,
which makes the simulation closer to a real-life situation.

Considering the general direction of movement, we
have also observed that the autonomous pilot is much more
sensitive to the differences between the left and right dis-
tance to the border of the road than the human player and
the changes in direction happen a lot more often. The pilot
also seems to be capable of remedying dangerous situations
better than the human player but the general impression of
the ride is that it is less smooth.

To evaluate the autonomous pilot, we have computed
a number of statistics based on 5 completed circuits by the
autonomous pilot as well as by two human subjects. Table
1 shows these results in which the rows have to following
meaning: average time to complete the circuit (time), av-
erage speed over the entire circuit (v), maximal speed that
the player has achieved at any time(max v), the average
value of latabs, the total distance covered to complete the
circuit, the total number of left and right turns, the number
of times that the player has exited the road. The last row
shows the number of times that the pilot has exited the road
with no immediate recovery, in which case the experiment
was restarted.

From this table we can note that the average timing of
the human player and of the autonomous pilot are compara-
ble, even though the human can still handle higher speeds.
Experiences with higher speeds for the pilot resulted in the
vehicle leaving the road without managing to recover.

5 Conclusions

In this paper we have presented an application simulating
a motorcycle that can be driven by both a human player
and an autonomous pilot. The application is implemented
based on the physical equations describing the vehicle’s at-
tributes, motion, and road behavior. The physical model of
the vehicle has been described in Section 2.

The main focus of the paper has been the description
of the automatic pilot. This part of the application is im-
plemented using a multi-agent model in which each con-
trol unit of the vehicle, like the throttle, the handlebar, and
the brakes, is controlled by an independent agent with a



Table 1. Comparison of the performance of the au-
tonomous pilot and the human players

Human 1 Human 2 Pilot

Total time 97.4 79.2 357.9

Average speed 6.19 8.94 2.2

Maximum speed 8.75 12.26 6.34

Total distance 2312.05 2316.83 2465.39

Left turns 121.4 119.2 277.4

Right turns 51.4 47 185.3

Lateral balance 0.29 0.36 0.66

Exit the road 0 0.4 3.9

Recovery time 0 11.2 9.36

Completed circuits 100% 100%

Perfect circuits 100% 60% 20%

probabilistic behavior. Section 3 described in details the
equations used by each of the agents to drive the vehicle.

The experiments described in Section 4 have shown
that the autonomous pilot is capable of successfully driv-
ing the motorcycle over the entire length of a test circuit
in conditions that are comparable to the performance of a
human driver.

As a limitation of our system in its current state, the
coefficients that determine the behavior of the pilot have to
be chosen by the user and the task of finding good values
for them is a tedious one. As a direction for future research
we intend to explore some methods that would allow the
agents to find the appropriate behavior through adaptation
and learning.
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