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#### Abstract

In this paper, we present an application of genetic algorithms to a problem of optimizing a car trajectory in a closed loop car race setting. The goal is to minimize the amount of turning that the car needs to do such that it can drive faster, or the total distance that it needs to travel to finish the race. We compare the results with a procedurally computed trajectory and with an optimized version of it using smoothing methods. ${ }^{1}$
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## 1 INTRODUCTION

In this paper, we present an application of genetic algorithms (GAs) to a problem of optimizing the trajectory of an autonomous car in a race setting. Autonomous vehicles have become a critical research topic in the last years, as they are actually available industrially and their use can become commonplace on our roads in the near future. The application in this paper was developed in the TORCS system that simulates car races with multiple tracks available and customizable car controller [1]. We continue the work presented in [2] where a procedurally computed trajectory is used to train a neural network that can take in local road curvature data and produce a target trajectory value. A car controller can direct the car along the trajectory computed this way.

Algorithms for computing optimal paths within road constraints can be found in several papers. In this work, we are using the curve shapes computed in [3], which present similarities

[^0]with the trajectory presented in [4]. Our work on trajectory calculation is similar to [4] in the problem settings, as the trajectory for the car is computed for a track situation in both cases, with the goal of optimizing the required time. In their approach, however, they pre-compute safe zones for the car on the road and use them to speed up the computation of the trajectory in real time.

Several approaches are present in the literature for track prediction, such as the track segmentation approach, where the track is divided into fragments classified as pre-defined types of polygons [5]. Another controller based on track segmentation is proposed by Onieva et al. in [6]. Their driving controller called AUTOPIA is one of the most successful competitors in the simulated racing car competition. These algorithms are also related to map-matching algorithms such as can be found in [7]. Genetic algorithms have been used in several studies for trajectory optimization, such as in [8, 9], although for a different kind of trajectory.

## 2 PROCEDURAL TRAJECTORY AND OPTIMIZATION

The TORCS system provides car and road state information that can be used by the car controller to drive the vehicle. Such information includes current speed, current lateral position with respect to the road border, current angle with the road centerline, and current free distance ahead in 19 directions starting from the car's axis direction and scanning left and right in $10^{\circ}$ s increments. For the research in this paper, we used the track E-Track5.

For the procedural trajectory, the road is first mapped by having a vehicle drive at constant speed along the track and computing the curvature of the road in each point using the free distance information. Then the road is segmented based on the contiguity of the sign of the curvature, as seen in Figure 1 right. Thus, each segment, marked in purple, represents either an almost flat region, or one where the road curves only to the right, or only to the left. For each segment, an optimal profile, shown in Figure 1 left, is used to calculate a locally optimal trajectory.

A smoothing algorithm can be used to optimize such a trajectory further. This algorithm comprises of a combination of two steps: a curvature descent, moving trajectory points in a direction to reduce the curvature, followed by an anti-aliasing transformation. Figure 2 shows the profiles of the curve obtained by these two algorithms.


Figure 1: Curvature profile (left) and track segmentation for procedural (purple) and GA (red) optimization.


Figure 2: Procedural and optimized trajectories.

## 3 GENETIC ALGORITHMS OPTIMIZATION

To apply the GAs to this problem, we started by segmenting the road based on almost flat stretches that are sufficiently long, such as the ones marked in red in Figure 1. The trajectory can be computed by the GA on each of the segments, which can also lead to an easily parallel implementation. This segmentation aims to optimize the trajectory even between the smaller segments used by the procedural algorithm and take advantage of possible shortcuts that can be taken.

For each segment, we represent the potential trajectory in the chromosome as a set of control points equally spaced on the road, taking values from -1 for the left border of the road to +1 for the right border, and representing a transversal proportional displacement with respect to the road centreline. Each of these points is represented by the same number of binary genes. Then the actual trajectory is computed by linear interpolation between the control points.

In terms of fitness, preliminary tests using the total curvature of the trajectory on the segment, the maximum curvature, and the total length of the trajectory, have shown the total distance to be the best measure for evolutionary purposes. The goal is to minimize the length, so lower numbers are better.

We performed a number of tests with a varying density of control points. The population size is of 100 and the number of generations is limited by 5000 . We used the uniform crossover with a swap probability of 0.3 and an elitist monotonous reproduction. Table 1 presents the results in terms of total length of the trajectory and in terms of total curvature, which is the sine of the curvature angle. The density parameter represents the number of road points for every control point of the trajectory. We compare the GAs with the procedural and optimized trajectories, as well as with a constant trajectory fixed to the centre of the road.

Table 1: GA Trajectory Optimization Results for E-Track 4

| Trajectory | Density | Length | Total Curvature |
| :--- | :---: | :---: | :---: |
| Constant |  | 648.55 | 12.21 |
| Procedural |  | 595.09 | 338.32 |
| Optimized |  | 585.85 | 120.72 |
| GA | 5 | 3179.41 | 424.91 |
| GA | 10 | 1402.93 | 296.96 |
| GA | 20 | 857.23 | 154.83 |
| GA | 30 | 721.70 | 133.34 |
| GA smoothed | 30 | 643.82 | 56.31 |

The last line in the table represents a combination of the GA with the anti-aliasing algorithm used to optimize the procedural trajectory. From the table we can see that larger density numbers, meaning lower numbers of control points, lead the algorithm to a better performance, as it lowers both the trajectory length and the total curvature. The GA-optimized trajectory is better than the procedural one in terms of total curvature for the last three lines.

## 4 CONCLUSIONS

In this paper, we presented an application of genetic algorithms to a problem of trajectory optimization for autonomous cars. We used a road segmentation approach to represent the trajectory in genetic form and the trajectory length as the fitness function. Our experiments showed that the GA produces comparable and in some cases better results to the procedural approach when combined with an anti-aliasing algorithm. They also showed that using a smaller number of control points is sufficient and can improve the performance.
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